
Acoustic Stress nsor (BASS). The instrument as illustrated is a

shallow water prototype of the deep ocean version. All the compo-

nents of the prototype have been designed and tested for use in the

deep sea, and the only things lacking for deep water deployment are

the anchor release, flotation, radio beacon, and flashing light for

recovery.

2.3 BASS Electronics

• The systems engineer designing autonomous oceanographic

measurement systems is inevitably faced with trade—of fs in regard to

power consumption, accuracy , speed of performing logical and

f ~. 
arithmetic operations, and sensitivity to temperature. Fortunately

the state of the art in electronic technology allows a choice among 5

devices which satisfy these varying needs.

In BASS there is a hybrid system of electronics in which

1~ some sections of hardware deal with analog signals, and other portions

employ different types of digital signals.

Digital signals, derived from low power circuits, are em-

ployed for the timing, logic, and recording phases of the measure-

• ment. Fast digital electronics are used in BASS where high speed

comparisons are made, for example, in looking at the arrival times

of leading edges of acoustic pulses. Analog circuits amplify the dif-

ference in voltage generated by integrators controlled by the fast

logic.
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Two classes of integrated logic circuits are used in BASS,

namely CMOS and TTL. The former is short for Complimentary Metal

Oxide Silicon, while the latter initials stand for Transistor—

Transistor Logic. CMOS is a family of integrated circuits noted

for their sSmplicity, noise immunity, and low power consumption which

s accounts for their use in mass market consumer electronics , as in

some pocket calculators and digital watches. In BASS, CMOS circuits

5- are employed as power saving devices where high speed of operation is
r

not required . CMOS logic operates best at supply voltage levels of

12 volts whereas TTh requires a 5 volt level. I’ll devices have the

property of very fast response times at the expense of increased

power drain. Because of their high speed, TTL has found wide use in

digital computer systems. The minute travel time differences

• 
( 4 . 8  x 10 ~ seconds per least bit) that must be measured accurately

by BASS necessitate the use of TTh logic at the expense of greater

power loss.

Armed with this brief background into the design philosophy

• and jargon of the electronics section of BASS, hopefully one will be

• able to follow the way acoustic travel time flow velocity measurements

are made.

2.3. 1 Transmitter Circuitry

The first step in making a velocity measurement with the

acoustic travel time technique is to simultaneously produce two

acoustic pulses travelling in opposite directions along a measurement
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path. The acoustic pulses are generated by applying a high voltage

transient (500 V) to the piezo-electric transducers.

In the early design (Gytre, 1975) the electrical impulse

was delivered by considering the capacitance of the transducer to

be part of a tuned circuit driven to resonance. The amplitude of the

voltage becomes sufficient for good acoustic transmission during the

-‘ second quarter cycle after the trigger pulse. The voltage then appears

across the transducer faces thus generating the acoustic pulses

travelling through the measurement volume.

Dissatisfaction with performance inconsistencies and the

time consuming process of matching each transducer pair with the

proper inductive and resistive circuit elements for a tuned circuit

• prompted experimentation with alternative designs. The final trans-

mitter design was simpler, provided a consistently sharp leading

edge for the acoustic pulse, and required no component matching.

4 Basically a low voltage (CMOS) triggering pulse trips a solid state

switch (in reality a silicon controlled rectifier or SCR) which

allows a 500 V voltage residing across a capacitor to be simul-

taneously applied to the two transducers of a measurement axis. In

Appendix B, Figure B.l is a schematic diagram of the transmitter

circuit for the four axis sensor used on BASS. Each pair of trans-

ducers has its own transmitting circuit and the sixteen SCRs (four

sensors with four axes each) are fired individually and sequentially.

In a later section the timing of these events will be discussed.
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Because of the high frequencies and voltages used in the

transmitting circuitry , judicious design in the layout of the printed

circuit boards was required . The tuned circuit design was fraught

with group loop problems which hindered performance. Ground loops

are unwanted sources of electrical noise owing to currents travelling

in ground connections between points at slightly different voltages

even though they both supposed at ground potential. On the BASS 
• 

-

• transmitter circuit boards, these ground loops were engineered out of 5

- -

the design by careful attention to the details of the physical arrange-

ment of the circuit boards.

2.3.2 Receiver Circuitry 
5

The key to the success of this velocity measurement system

is the ability to measure the minute time differences in the arrival ;• - 

-

of the acoustic pulses at opposing transducers. This time difference 5 -

is on the order of 1.3 x ~~~ seconds (18 nanoseconds) for a 10 cm/sec

current and a transducer spacing of 1.5 cm. The receiver circuitry

used on BASS is an improved version of Gytre’s design (Gytre, 1975)

• 5 and rather than discuss the nuances of transistor integrators, the

purpose of this section is to explain how nanosecond time differences

are measured on BASS.

Figure 2.4 is an illustration showing the transmitted and

received signals at one pair of transducers. The received pulses

are detected by high speed voltage comparators arranged in what is

technically called a Schmitt trigger configuration. When the voltage
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across the transducer attains a preset value (0.5 volts) at the input,

the comparator becomes preset, and the next time the input voltage

crosses zero, the output of the comparator changes its state from

5 to 0 volts. The lower portion of Figure 2.4 shows the comparator

outputs.

In contrast to the transmitting circuitry where each

pair of transducers has its own transmitting circuit, there is only

one receiver circuit containing one pair of comparators which is 5

common to all four of the four axis sensors. This is to eliminate

offsets which would occur due to subtle differences in delay character-

istics of supposedly identical comparators. The mechanics of switching

the signals from sixteen pairs of transducers through two comparators

will be discussed in the next section on Timing Circuitry (2.3.3).

Since the voltage across the transducers triggers the

comparators during transmission, the comparators must be disabled

during the transmit phase and enabled a short time before the received

signal is expected to arrive. This pulse blanking feature is triggered

by the transmit pulse, and is shown in the Receiver Timing Diagram,

• Figure 2.5, which serves as a guide to this discussion. Figure 2.6

• is a block diagram of the receiver circuit which acts as a roadmap

for the path of the waveforms of the Receiver Timing Diagram. The

letters on the timing diagram correspond to the labelled points in

the block diagram where that waveform is observed.

• The falling edge of the ‘ITL level comparator outputs

trigger two flip—flop circuits and a 650 nanosecond pulse used as an
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integration time base . A flip-flop is a device which changes its

• output state when it experiences a specific transition on its input.

In this case when the comparator output goes from 5 volts to 0 volts

(a high to low transition), the output of the flip-flop goes high,

that is, from 0 to 5 volts. A low to high transition at the input

has no effect on the output state of the flip-flop. A glance at

L. ‘ the Receiver Timing Diagram will make the operation of the flip-f lop

clear.

The comparator output which undergoes a transition first,

that is, the first pulse arrival to be sensed, also generates the

650 nanosecond pulse mentioned previously. This pulse too is an

input to the flip-flops and when it ends both of the flip-flops are

reset to their initial state (0 volts) thus ending that phase of the

measurement.

The outputs of the flip-flops are fed to an integrating

circuit in which transistors integrate the area under the flip—flop

output waveform. These integrations appear in time as linearly in-

creasing ramp functions. Since one received pulse arrives earlier

than the other, the ramp corresponding to the first acoustic pulse to

arrive will be at a higher voltage than the ramp from the other trans-

ducer. The integrators are stopped after 650 nanoseconds with the

difference in voltage between the ramps being linearly proportional to

the travel time difference. This difference is calculated by a dif—

ferencing amplifier whose output is proportional to the velocity along

the transducer axis. This value is digitized in 360 i.’sec and recorded

5- -—~~~-~~— ~: ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~ ~~~~~~~~~~~~~~ ~~ 
~~~~~~~~~ 

•
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on a magnetic cassette tape. During the integration and digitization ,

a 2 ms pulse blanks out any echoes from the transducers. The receiver

circuitry is then reset for the next measurement. The entire process

starting with the triggering of the transmitted acoustic pulse and

ending with the recording of the digitized data on tape takes 1.5 x 10 2

seconds (15 milliseconds) for one axis. All sixteen axes of the in-

- strument can be serviced in 240 milliseconds. A detailed schematic

of the receiver circuit is found in Figure B2 of Appendix B.

Non—linearities in the ramp integrators or differences

in ramp shapes can produce zero point errors in the measurement and

~ i 
these were indeed present in the previous design; however, a sensor

switching scheme was devised for BASS and this multiplexing circuitry

is described in the next section .

2.3 .3 Timing and Multiplexing Circuitry 5
In the previous discussion mention was made of the error

introduced by unequal signal propagation delay times through identical

solid state devices. Even by carefully matching the two comparators,

this error could still be discerned , and therefore, a switching cir—

I cuit was introduced to eliminate it.

1 Let A and B be opposed transducers on the same sensor

• 5
axis, and P and Q be the two comparators in the receiving circuit.

p 1 
5 5 In this sensor—transposing scheme two cycles of transmission are

required for each velocity measurement from a single axis. The first

I cycle has transducer A connected to comparator P and transducer B
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U linked to Q. The transmit command is given and the receiving circuit

records the travel time difference as in section 2.3.2. A CMOS multi-

plexer now interchanges the transducers A and B so that A is associated

with comparator Q and B with P. The measurement is again performed

• and recorded on magnetic tape. In the subsequent data processing,

the two values are subtracted from each other thus nulling the errors

introduced by delay times in the receiver circuitry and doubling the

time difference signal. This assumes that these errors remain con-

stant over the two transmission cycles which lasts about 30 milli-

seconds. This is reasonable since there is a lack of jitter in the

output- of the differencing amplifier when the transducers are kept in

a quiescent bucket of seawater.

In practice two switching circuits are used employing

CMOS multiplexers. One acts as a distributor of triggering pulses so

that each pair of transducers is fired at a known point in the time

sequence. The other multiplexing circuit prevents acoustic cross-

talk in received signals. Crosstalk can arise when signals from

transducers which are not members of the currently active pair change

the shape of the input waveform at the comparators thus contaminating

the measurement. The phenomenon was experienced on an earlier design

and so a switching circuit was added to open gates which channel only

the received signals of interest into the comparators.

Although complex , this multiplexing scheme has eliminated

two possible sources of measurement error and has performed flawlessly
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in the field. Detailed schematics of the multiplexing circuits are

given in Appendix B (Figures B.4 and B.5).

One travel time difference measurement takes 15 milli-

seconds and in order to service all sixteen axes, 32 measurements

must be made taking a total of 480 milliseconds. To avoid aliasing

-~ a sampling rate of 1.33 Hz was chosen (the rationale for this has
a

been given in section 2.1.3). This means that BASS makes an entire

suite of thirty—two measurements every 750 milliseconds. The actual

measuring and recording is done in 480 milliseconds and the electronics

are passive during the remaining 270 milliseconds .

2.4 Data Processing

BASS uses a Sea Data digital cassette recorder to store

the travel time difference measurements on magnetic tape. The least

significant bit (LSB) recorded corresponds to a velocity of 0.32~

m m/see, and a round of 32 measurements every 750 milliseconds allows

slightly more than six hours of continuous recording.

Once the instrument is recovered the magnetic tape is

read by a Hewlett Packard 2100 computer using a standard cassette

reading program called CARP , developed at Woods Hole for processing

Sea-Data cassette tapes. The twelve bit velocity words must then be

unpacked and expanded into sixteen bit words to be compatible with

the HP-2l00 system for processing.

Being a new instrument system, computer programs were

needed for diagnostics, calculations and graphic displays. A family

L.  
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of more than ten software routines was designed for these purposes.

The steps in the processing were as follows:

Samples of the raw data were plotted to check that all

axes were operational and that the instrument was working properly.

After this check, the data was subjected to a wild point editing

program. Wild points are attributed to data drop out due to spurious

signals in the electronics and solid objects such as seaweed and even

fish entering the measuring volume. Fortunately, wild points were

usually singular and the worst axis had 400 bad points out of the

- ‘ more than 32,000 recorded on the six hour tape.

The u, v, and w components of the velocity vector were

calculated using three sensing paths with an adjustment being made

for the zero offset in the electronics which will be discussed in

the next section. The data presently in this work were taken in a

strong tidal flow, and except for the twenty minutes when the tide

was changing, the mean current was from either of two directions dif—

fering from each other by 1800. Wake effects were held to a minimum 
S

because the sensors were repositioned by divers once BASS was on the

bottom. This is reflected in the fact that it did not matter which

S 
of the three sensing paths were used for the velocity vector computa—

tions. Plots of velocity using two different sets of axes were

virtually indistinguishable; therefore, the same three axes were

chosen on all four sensor pods for the calculations presented here.

The redundant axis did have its use as will be seen later.

- 5 - -~~ 
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A sixth order polynomial f i t  was applied to the 6 hour

u-velocity component to obtain the mean flow speed in the x-direction.

The x-direction (longshore) was coincident with the mean flow direc-

tion for the entire experiment except during slack water. The cross

stream (v) and vertical (w) velocities had means which were zero.

The polynomial fit allowed the u-velocity fluctuations to

be computed by subtraction , and the data set was reduced to a time

series of u, v, and w velocity fluctuations from which root mean

• I squared values of the fluctuations and Reynolds stresses were cal—

culated.

Further processing was performed on the data set using

the HP-2100 Fast Fourier Transform system. Autocorrelations and

• cross-correlations were computed along with Power Density Spectra

for the turbulent fluctuations and Co—Spectra for the Reynolds

stresses.

Besides these calculations, many plots were produced

which gave valuable insights into the selection of averaging times

and the scales of intermittency in the boundary layer.

In summary the BASS software system and the basic data

set of three components of velocity fluctuations plus the mean hori-

zontal velocity at four points above the bottom allowed computation

of mean velocity profiles, Reynolds stress levels, turbulent velocity

intensities, velocity correlations, and frequency spectra. Figure 2.7

presents a block diagram which schematically reveals the processing

path of the data.
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2.5 Sources of Error

Thort- are two routes through which errors can creep into

the velocity measurements made by BASS. These can be classified

as errors due to the interaction of the instrument with the fluid,

I that is, error caused by the measurement technique itself, and errors

associated with the electronics and data processing.

The major way in which fluid interactions effect the

measurement is through wake effects both from the sensors and the

frame on which the instrumentation is mounted. Tow tank calibra—

.1 tions have shown the sensors to exhibit directional response close

• 
to the ideal cosine behavior up to about 20 degrees, that is, when

a sensor axis is aligned with the flow closer than this angle, then

5 
the measurement is contaminated by sensor-induced flow disturbance. .

f When the measurement axis is coincident with the direction of the

flow, eddies shed by the transducer holders can result in as much as

a 20% underestimate of velocity. This is the worst case however,

• and typical deviations from ideal response are between 2% and 5%.

• 
Appendix A shows response curves for four speeds between 4 and 40 cm/sec.

- 

5 The resolution of BASS is .33 mm/sec per least significant

bit, and the overall accuracy of the measurement is estimated at

± .5 cm/sec.

I The sensor geometry has been designed to minimize the

• possibility of along axis flows, but if the situation should exist,

the redundant axis on each sensor pod can be substituted for this dis-

turbed axis in computing the vector velocity. It must be remembered . 

S
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that any velocity sensor will disturb the flow somewhat; however,

S the opened and streamlined design of the BASS sensor pods produces

far less disturbance than any other sensor currently available for

three axis velocity measurements.

The wake of the mounting frame also presents disturbances

to the flow being measured; however , the sensors have been mounted in

a such a way as to reduce this effect. Fortunately in the experiment

described for this thesis, the frame and sensors were aligned in

the flow by divers who tried to keep the sensors out of the wake

caused by components of the frame. The data indicates that the

sensors were never in the wake of the frame.

Another sort of flow disturbance, and one which is

difficult to detect, is the influence of unknown topographic fea-

S tures. Secondary flows or wakes stenmLthg from mounds, hollows , or

r boulders on the seabed could lead to misinterpretation of velocity

scales and directions. The effect of an uncharted depression or ~~~

near BASS could result in the instrument measuring an induced mean

vertical velocity, and since continuity demands zero mean velocity in

• the vertical , this could be mistakenly attributed to instrument tilt

rather than to the topography. The only way to be sure is to make

a detailed bottom survey of the experimental site, and to observe

the levelness of the instrument itself.

Two other sources of error related to the fluid are den—

sity fluctuations and refraction of the acoustic pulses due to velocity

I —
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shear. Density fluctuations cause changes in the speed of sound and

th~it effect It.i~- been treated in the discussion of the basic measurinq

technique (section 2.1.3). The range of density perturbations en- S

countered in near bottom flows in the sea is so small that this effect

is negligible. Acoustic refraction due to velocity shear would cause

acoustic pulses to travel along paths which are not necessarily the

shortest geometric distance between the transducers. However, as is

shown rigorously in Appendix C, the travel time difference is in-

dependent of acoustic path and depends solely on the transducer spacing

except for pathological velocity distributions.

An important consideration in the analysis of error for

Reynolds stress calculations from velocity fluctuation measurements is

orientation of the sensors with respect to the flow. If the instrument

is tilted in relation to the actual mean flow direction , then when the ~S

5 
vector components of the velocity are calculated, a portion of the

S horizontal velocity fluctuations will appear as vertical signal. This

leakage of horizontal velocity into the vertical will give a false

contribution to the Reynolds stress.

In the atmospheric surface boundary layer, -the work of Deacon

(1968) and Pond (1968) suggests estimates of the error in Reynolds 
~

• - -
stress measurements in the range of 8% - 10% for 10 of tilt. Xraus

(1968) indicates that errors as high as 100% can occur with a 10 tilt

of the sensor. Kaimal and Haugen (1969) present sonic anemometer

data which show that large discrepancies in the momentum flux can be

observed between sensors of apparently identical design sampling the
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same flow even though other statistical quantities, such as the

-~ variance, agree very well. Subsequent testing proved that small

alignment errors (less than 2.5°) were responsible for the observed

discrepancies, and that excessively large errors in the Reynolds
S 

stress determination occurred during periods of low correlation

between u and w.

Using the diagram below the effect on Reynolds stress coin-

putations of small misaligninents of the sensor can be analyzed. 
S

a If the sensor is tilted

• by an angle 0 , then the

coordinate transforms

between the velocity

fluctuations measured in 5

S I the til ted reference frame

(subscript in) and the actual velocities are:

= IA CO6~ 1 v ( &ii~i ~ (2. I~w~ n W C O 5~~~— U  ~ I fr1 6~’

Forming the product u w
~ 
yields: - -:

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-•

Considering small angles, that is, cosO Z 1 and sinO ~ 0 , the above

- 1 expression reduces to

~~~~~~~~~~~~~~~~~~
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where the overbar represents an appropriate time average . For typical . S

values of u2 , w2 , and uw (13 minute averages) from the BASS data set,

equation 2.3 yields errors in the Reynolds stress of 7%, 20%, and 33%

for tilts of 1° , 3° , and 5° , respectively.

The absolute error in Reynolds stress due to tilt is thus

seen to be a function of (w2 — u2)0. The value of u2 is larger than

w2 in this data set so that the Reynolds stress error due to tilt is

principally scaled by the turbulent energy. This varies by a factor

of 2 1/4 from the uppermost sensor to the lowest. From a tilt error - -

of 3° the Reynolds stress error would be 1.8 , 0.8 , 1.25 and 0.8
-l

dynes/cm2 for the sensors at 26 cm, 46 cm, 96 cm, and 210 cm,

respectively.

S Another way of investigating the effect of tilt on the corn-

putation of Reynolds stress is to enter the wrong values of sensor

orientation in the angle transformation program. This was done for

a piece of the BASS time series during which the mean streamwise

velocity at 96 cm over the bottom was 32 cm/sec. Each of the four S

sensors were given effective tilts of 3° , 5° , and 100, and the averages
S 

of all the per cent errors in the Reynolds stress were 12% , 20% , and

36% , respectively. These values compare well with those obtained

from equation 2.3.

Errors in measuring the angles that the individual measure-

ment axes subtend with the horizontal plane also cause errors in the

computed velocities and Reynolds stresses. A computer simulation of a

measurement error of 10 in elevation angle of an acoustic axis has
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shown that a 1% error in the Reynolds stress can result. In the con-

struction of BASS , great care was taken both in aligning the sensing

paths and in positioning the sensors on the tripod so that the angles

the sensing paths subtended with the horizontal plane were known .

These angles were subsequently measured to 1° in elevation and azimuth .

The real problem in Reynolds stress measurements is that the

• 
S Reynolds stresses have some inherently unpleasant attributes. Al-

though the measured streamwise and vertical velocity components are

nearly Gaussian in their distribution and have known statistics, the

product uw, which determines the momentum flux, is far from Gaussian

- j  S 

(Stewart, 1974; Heathershaw, 1976). Stewart points out that the

theory governing the statistics of unusually distributed variables is

not well established, and that there is no theoretical basis for S

S determining , for example , the duration of the time series required to

yield the value of uw within the given limits of a specific situation.

In a recent paper by Heathershaw and Simpson (1978), it is

shown that an average sampling variability of ±45% can be expected in

- I~ - Reynolds stress measurements in the range of 1 dyne/cm2 and down to

±10% in the 8 dyne/cm2 range . This is due to auto-correlations of the

uw product extending over ten or more successive samples . In other

words , an increased variability in the measured Reynolds stress can

S 
occur due to the fact that each stress realization is not independent.

Those working with atmospheric boundary layer data observe that uw

does not “settle down” rapidly, and it is difficult to obtain a value -
•

before the overall mean flow conditions change (Stewart , 1974) . The
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experimental scatter which this type of effect might produce leads to

the questions of choosing the best procedure for subtracting the mean

• velocity in order to obtain the fluctuating components , and of choos-

ing the appropriate averaging time for the computation of turbulent

stresses once the mean has been removed.

As discussed previously in section 2.4 on the data processing

for BASS , a least squares sixth order polynomial f i t  was used to define

S the mean component of streainwise velocity . This choice was made on

the basis of numerous computer experiments using techniques such as

fitting lower order polynomials to pieces of the data set and sliding

various sized averaging windows through the data. Fitting a poly—

nomial to the entire time series seemed to give the best estimate of

the mean, and the only differences which could be discerned among the

f i f th, sixth and seventh order fits were near the beginning and end

of the experiment.

Regardless of the method used to extract the mean, the real

question is: how is the error in estimating the mean velocity re—

flected in the computation of Reynolds stress?

Analytically this can be seen by considering the fluctuating

velocity components u and w to be contaminated by the addition of

• constant mean components U and w .  The expression for the contaminated

Reynolds stress is then:

• (U + u,j( W’  W ,,) = UW + ii~~~ 
. U,,, W~,

+ U~~ffi ~ U~~ ~‘ U,,,W1,
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Both u and w are zero by definition , and so the above equation reduces

to: 
(ueu~ ) ( w.~ij~~ C~~ + u~~ç..

- • The term u w reflects the error due to incorrect estimation of them m

mean velocities. A 1 cm/sec error in the means would cause a

1 dyne/cm2 offset in Reynolds stress.

Using the diagnostic data processing software written for

BASS, experiments were performed to discern this effect. After sub—

tracting the mean, the time series of velocity fluctuations was used

to form the uw product which was averaged over 12.8 minutes (1024 4.-

points) to give the Reynolds stress. By taking l~he same fluctuating S

- time series, but artificially adding a 1 cm/sec mean velocity to the

u component before averaging, a Reynolds stress was computed which I -

•

• shows the effect of an incorrect estimate of the mean velocity. Re—

sults of this exercise for different sensors at various times in the

experiment show stress errors in the range 17% - 23% for a 1 cm/sec

error in extracting the mean.

S 
Table 2.1 shows how the calculated stresses for profile E

varied for the sensors at 26 cm and 96 cm. For the 26 cm level

the error is 1.8 dynes/cm2 per 1 cm/sec added mean velocity while at

the 96 cm level it is .9 dynes/cm2 per 1 cm/sec. This is interpreted

S 
to mean that the mean vertical velocities were 1.8 and .9 cm/sec,

respectively , during this particular piece of the time series . These

results point out how crucial the proper definition of the mean

- S velocity is on the calculation of Reynolds stress.

I
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TABLE 2.1

He(qht Aãied Me~a~ Velocity

0 c~,i/sec I c~ii/sec 2csi/~ec 5cm/sec

26cm -1136 e~/c*1a - 9.57 —767 -2.10

96c~i -~ .89 d)cws/cY4t -1.91 -O.9Z +2.08

With these types of errors in mind, a worst case error analysis

for Reynolds stress can be made by assuming a sensor tilt of 3° , a

measurement axis misalignment of 30 , and a 20% error in Reynolds stress

due to inaccuracies in extracting the mean velocity. If these errors

are independent, the effect per cent error is 26%. Applying this to

the largest Reynolds stress measured during the experiment (11.48

dynes/cm2), error bars of ±3 dynes/cm2 are obtained, and these will

be assumed for the results presented in Chapter IV.

Reynolds stresses are by definition time averaged quantities,

and the duration of the averaging interval is critical to any conclu- 
S

sions to be drawn from Reynolds stress measurements. In unsteady flows,

such as in the tidal channel considered here, the choice of the averag—

ing interval is difficult since a long interval is desirable for

stability of the estimate of Reynolds stress, while a short one will

produce results which are less affected by changes in the overall flow

due to unsteadiness. 5
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Table 2. 2 illustrates the effect of averaging length on

the calculation of Reynolds stress for a 25.6 minute piece (2048

4 points) of BASS data taken when the tidal current was at its maxi-

mum. The 25.8 minute time series was first broken up into sixteen

96 sec segments (128 points), and the -puw product was averaged

for each segment. These results are shown in the second column .

The next three columns show the results of dividing the time

series into 8, 4, and 2 data segments. The values of the computed

mean, variance and standard deviation are listed at the bottom

of each column. For the 12.8 minute averages, an adjacent 25.6

I minute record was added to calculate the variance. The results

- from the table show the reduction in the sample variance with longer

- 
averaging times. On the basis of a number of similar experiments

at different times in the tidal cycle and with each of the four

current sensors, it was felt that a 12.8 minute (1024 points)

averaging interval provided the best estimate of the Reynolds

stress. Over 12.8 minutes the mean conditions were fairly steady,

and the value of the Reynolds stress was stable from one 12.8

minute record to the next. Doubling the averaging interval, that

is, making it 25.6 minutes did not significantly change the

I 
variance, but changes in mean flow conditions were discernible

• over that time scale.

S In shallow water , swell can be important in the analysis

of velocity fluctuation measurements. Wave orbital velocities can

I - 91

I 

________- i  _______


